DAAD Summer School on Current Trends in Distributed Systems (CTDS'2009)
24 - 26 September, Gammarth, Tunisia

Machine Learning in Search

Thomas Hofmann
Engineering Director
Google, Switzerland
thofmann@google.com

Motivation & Overview

Digital revolution

« Digital revolution: production, storage &
accessibility of knowledge.

= Digital collections replace libraries, digital
content creation, online publication

= Increase in comprehensiveness, freshness,
distribution, accessibility, usability, applications

[ WORLD INTERNET USAGE AND POPULATION STATISTICS
| World Regions Population Internet Users | Internet Users Penetmti‘_m Growth ‘ Users %

( 2009 Est.) Dec. 31, 2000 Latest Data | (% Population) | 2000-2009 | of Table
[Africa [ 891,002,342 4,514,400 65,903,900 67%| 1,359.9 %] 39%
[Asia [ 3808070,503]  114,304,000[ 704,213,930 | 185%| 5161%[ 422%
[Europe [ B03850,858] 105,096,003 402,380,474 | 50.1%| 2829%[ 242%
[Middle East [ 202,687,005 3,284,800 47,964,146 237 %[ 1,3602 %] 29%
[North America [ 340,831,831 108,096,800 251,735,500 | 739% | 1329%] 16.1 %
[Latin AmericaiCaribbean | 586,662,468 18,068,919 175,834,439 300%| 8731 %] 10.5 %
[Oceania / Australia [ 34700201] 7.620480[ 20,838,019 | 80.1% [ 1734 %] 12%
[WORLD TOTAL | 67678065208 360.985492| 1,668,870,408 | 247%| 3623%] 1000%
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Side note: Google books
Create a universal digital library  [Number of books 30,000,000
Years of project 10
for the WOI"|d. Books per year 3,000,000
Books per day 12,000
Pages per book 330
Fictive project plan for digitizing  [Pages per day 3,960,000
Image size per page 5
books. TBs a day 20
PBs per year 5
Pbs for project 50
Currently approx. 10 M scanned MarkeT cost par ook =
(2 triIIion WOI’dS) Cost of project at Market rate 1,500,000,000
40 libraries, 25K partners
i = \.‘“ ~ ‘l-.
Logistics Scanning Processing & Indexing &
Storage Serving
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Search as a principle & problem

was used in the days of square-rigged ships.”

We live in a search society - belief that (almost)
everything is known, we just have to find the
information

We search for everything - the right book,
movie, car, house, vacation trip, bargain,
partner, search engine etc.

V. Rush. As we mav think. Atlantic Monthlv. 176 (1945). nn.101-108

“The difficulty seems to be, not so much that we
publish unduly in view of the extent and variety of
present day interests, but rather that publication has
been extended far beyond our present ability to make
real use of the record. The summation of human
experience is being expanded at a prodigious rate, and
the means we use for threading through the consequent
maze to the momentarily important item is the same as
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Machine learning in search

syntax semanti

machine
learning

interpretation generalization

unsupervised learning & data mining:
discover hidden regularities, generate
semantically meaningful representations,
predictive modeling, statistics

supervised learning:

generalize from given examples,
classification & recognition, emulate
human experts

1. Text Categorization

Document Annotations

= Categories as metadata: example, Reuters news stories
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- <codes class="bip: countries:1.0">
<editdetail attribution="Reuters BIP Coding Group"
action="confirmed" date="1996-08-20" />
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M13 = MONEY MARKETS
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Text categorization & taxonomies taxonomies: international patent classification (IPC)

Business Taxonomies

Tasks: » IPC: section, class, subclass, group, subgroup ~ 69,000
- = Assign documents to one of more pre-defined
Document Classification categories ‘ A Human Necessities ‘
g The LIBRARY of CONGRESS = Route messages to an appropriate expert, —
: employee, or department B: Performing Operations;

G: Physics

F: Mechanical Engineering

Digital Libraries Transporting

Medical Terminology = Automatically organize content into folders .
] g, Lo :
“+ UMLS & ‘5"“"'*& | C: Chemistry; Metallurgy ‘

Types of texts: ‘ E: Fixed Construction ‘

‘D Textiles; Paper

Email folders
e = text documents
= . . DO1: Natural or D21 P
web pages, web sites artificial threads or aper
Web Directories = = messages, emails, SMS, chat transcripts fibres; Spinning — DO7: Ropes
@@@E ! . " passages & paragraphs1 sentences DO02: Yarns; Warping or | DO3: Weaving DOG Treatment of
= P *] Help Desks CRM Beaming; ... Textiles;
T - . 7 ~
Google ' Types of categories DO04: Braiding; Lace DO5: Sewing;
= topics, functions, genre, author, style, dichotc Mak'”g‘m/”'m”g; Embm'de””g;T\”ﬁl”g
Semantic Web (e'gt'. spaT/Inom—spam), mdUStry vertical ’ DO03C: Shedding mechanisms; Pattern DO03D: Woven fabrics; DO03J:Auxiliary weaving
W3{V W sentiment, anguage cards or chains; Punching of cards; Methods of weaving; Looms apparatus; Weavers' tools;
-t . Designing patterns Shuttles
Solution (?): Explicit knowledge elicitation Solution (1): Example-based text categorization
- —— inductive
knowledge training examples inference
expert acquisition / ‘
M132 = FOREX MARKETS

training

knowledge
base

learning machine

I* some ‘complicate:
algorithm */

lf contains(‘yen’) OF contains(‘euro’)
then label=M132 —

M132 = FOREX MARKETS

recall

problems:

B [ow coverage

B moderate accuracy

B elicitation is often difficult and time-consuming

M132 = FOREX MARKE

expert




Term document matrix & document vectors

D = document collection W = lexicon/vocabulary
intelligence Wj
Texas Instruments said it has developed term document matrix ‘
the first 32-bit computer chip designed
specifically for artificial intelligence \\%
applications [...]
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2. Supervised Classification

Binary Classification

e Fach document is encoded as a feature vector

Use linear classifier f:®*— {-1,1}, f(x)=

Geometric view: separating hyper-planes

Goal: minimize expected classification error

Bly# 10l = [ YD apix,y)

Given: training set of labeled examples

Predict whether document belongs to a given category or not.

Parametet

(x, w)+b>0

Perceptron Learning Algorithm

= |nvented in the late
1950ies

e Extremely simple, yet
powerful (extensions)

e Discarded by Minsky &
Papert 1960ies

« Re-discovered in the
1990ies

= Mistake driven algorithm

I we—0,b<0

2: repeat
3. errors +—(
4:  /* cycle through all training example
5 fori=1,...,n do
6: if sign ((w,x;) + b) # y; then
T W — W+ ¥iX;
8 b—b+wy
9: errors «— errors + 1
10: end if
11:  end for

12: until errors =0




Novikoff’s Theorem

» Functional margin of a data point with respect to classifier
Vi = yi((W,X?) + b)
(signed distance, if weight vector = unit length)

e Theorem:

Assume that there exists a weight vector w* with

w*|| = 1 such that v, = y{w*,x;) > or all examples.
* 1 h that v; = y{w* >~ for all pl

Then the perceptron will not make more than (R/ 7)2 update

steps.
(R is the radius of a data enclosing sphere)

Separation Margin

1 — — : -
o o] // /
@ 4 /'/ +
0.9 o o _ ’ / ’ -
o b » /s
; /
i, rd
08} oy P r
Vi
s Vi e2; +
, +
0.7 ) o , /ST
: 2 % - / o+
oo o] / }
o o / o
o o . // +
06 / ; | h
o) 5 /
o o ) / +
, s / 4+
0.5 e}
o s // /
©o /// +
0.4 O / ! g
o o ’ / .
© ’// s
Fa i
0.3~ o 4 / , | |
/ / -
o) , / + i
02|, @ o/ / + + :
<o ‘ ~ s . t
B / ,
7 7
o1 y / ’ + b
o / / )
// ' t ++
0 ) I yd Fi + + ! I S
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Novikoff’s Theorem: Proof

e Lower Bound
(W, w*y = (WD W) + yi(x;, w*) > (WD w*) + 5
(wb), w*) > ty

= Upper Bound
[wOP = WO+ g2l + 20w, x)
< WP 4 QP < [lw D2+ B2
Iw|? < tR?
» Squeezing relations

[w* VR > [[w*[[[lw®] > (w*, w®) > ty — ¢ < R*/y’

Compression Bound

Theorem:

For a fixed sample size m and d < m. Let X denote a sample

set of size m drawn i.i.d. according to some unknown

probability distribution P. Assume based on X the

perceptron algorithm converges after making mistakes on

exactly d different examples. Then the probability that the

generalization error of the obtained classifier is greater than e

is at most

(oo




Proof of compression bound

e The probability of a classifier with generalization error > € to
classify n (i.i.d.) examples correctly is at most (1 — €)™,

e Fix a subset of examples X; C X. Consider potential
solutions w(X,) that classify X correctly, but that perform
updates only on elements of X;. The probability for such a
solution to be e-bad is at most (1 — €)™ .

m

e There are ( d) ways to select d examples from the m-sample X,
hence there are that many sets X; and corresponding w(X4q).

e The perceptron solution is in one of the w(X,) sets. Don’t
know which one, but can apply the union bound.

Generalization Bound

= Generalization bound:

Theorem: With probability more than 1 — § over random
draws of the sample X the following statement holds. If the
perceptron algorithm converges by making mistakes on d
examples, then the generalization error is less than

L Tiog (™) +logm +log -
m—d og d ogm Ogé.

» The fewer mistakes are made in training, the better the
guaranteed accuracy of the classifier.

Margin Maximization (Support Vector Machines)

= Separation margin (and sparseness) crucial for perceptron learning

= |Idea: explicitly maximize separation margin

(w*, b*) = argmax v N
(w,b),[[wl=1

such that Vi:  y;((w,x;) +b) >~

» Reformulate as quadratic program

1
minimize 5 |w|?

s.t. y; ((w,x;) +b) > 1,

support vector machines

restriction to linear classifiers

f(x) = sign ({#,x) + b)

maximum margin principle

T. .Joachims. | earnina to Classifv Text Llsina Sunnort Vectar Machines: Methods. Theorv. and Alaarithms. Kluwer. 2002




1. Text Categorization (cont’d)

Precision & Recall

True label 41 True label —1

Predicted label +1 | TRUE POSITIVE FALSE POSITIVE
Predicted label —1 | FALSE NEGATIVE TRUE NEGATIVE

5 TOTAL POSITIVE TOTAL NEGATIVE

Precision =

frue P sitives

true po witives + false }_H:IHj_Tj_TI S

Recall =

true P sitives

rie jel sltlves 4+ t: I]_HI AT -:_l;;]T'_-[";'g e

Experimental Evaluation

e Text categorization results:

microaveraged precision/recall | Reuters WebKB Ohsumed
breakeven-point [0..100]

Naive Bayes 723 82.0 62.4
Rocchio Algorithm 79.9 74.1 61.5

C4.5 Decision Tree 79.4 79.1 56.7
k-Nearest Neighbors 82.6 80.5 63.4
SVM 87.5 90.3 71.6

» Machine Learning award 2009: most influential paper from 1999
[ Thorsten Joachims, ICML 1999 ]

e Much follow-up research ...

Practical Use Cases

Google

» label Web pages as child safe or not (for safe search)
« classifies billions of pages

= Many other features (other than text) used

Recommind

e Map documents to corporate taxonomy
e MindServer classification

e uses SVM light package




Vocabulary mismatch problem

“labour immigrants Germ

MM com -

=TE7 I fior mmigrares o
- = G2 PRINTTHIS J A‘v
3. Semantic Search d\N' ; I «German job market for
.Com, query immigrants”
& .
% Click to Print SAVE THIS | EMAIL THIS | Cloze. ? eman ot matat ,E

nalysis: Germany tackles labour shortage “foreian workers in Gerr

uery [crn.com -
\7> Foreign watkers in Ge FIND|

CHN's Betting Luscher

ERLIN, Germany -- With Germany's population expected to shrink by
e third over the next half century, economic experts see its economy

ul social welfare system in danger if the country does not encourage query T3 2
ore immigrants. —7 German green card
= \> [erncam =
? are -rmn

G. W. Furnas, T. K. Landauer, L. M. Gomez , S. T. Dumais, The Vocabulary Problem in Human-System Communication: an
Analvsic and a Salutinn  Rell Commiinicatinne Recearch 1087

Search as statistical inference Estimation problem

document in bag-of-words representation

(i.i.d) sample

China US trade relations

estimation
X - P(wld;)

document

d;

relations Search
Disney

economic oy ,
it P(’China’|all other words)
: enying ) learning from other
intellectual P(’trade’|all other words) documents in a

collection ?

property negotiations

human How probable is it that terms like other
free  rights “China“ or “trade* might occur? documents

imports

us automatically inferred key words ¢ . . ) .
T ? be added to enrich document inde | © crucial question: In which way can the document collection be

Viewsooi document expansion utilized to improve probability estimates?




4. Probabilistic Semantic Analysis

Estimation via probabilistic LSA

documents terms

concept expression proba
bilities are estimated bas
on all documents that are
dealing with a concept.

“unmixing” of superimpo:
concepts is achieved by
statistical learning
algorithm.

latent
concepts

conclusion: = no prior knowledge
about concepts required, context an
term co-occurrences are exploited

T. Hofmann. Probabilistic Latent Semantic Analvsis. Uncertaintv in Artificial Intellioence. UAI 1999.

pLSA - latent variable model

structural modeling assumption (mixture model)

k
Pluwd) — X@Q)P(Zu; )

Bl

document document-specific
language model mixture proportions
latent concepts concept expression
or topics probabilities

model fitting

pLSA - graphical model

shared by all words

P(w|d) = > P(w|z)P(z|d) in a document

shared by all
documents in
collection

P(w|z)




PLSA: matrix decomposition

mixture model can be written as a matrix factorization
equivalent symmetric (joint) model

k
Bd,w) =Y P(d|2) P(z) P(w]z) =68 Eeetet

z=1

a0l
|

X - concept
probabilities pLSA term
= probabilities
— ﬁ pLSA document
e probabilities

contrast to LSA/SVD: non-negativity and normalization (intimate
relation to non-negative matrix factorization)

D N leeand H S Seuna Alaorithms for non-nenative matrix factarization NIPS 13 nn 55A-562 2001

pLSA via likelihood maximization

log-likelihood
L(0,m;n) = Zn(d, w) log ZP('U‘ z;0)P(z|d; ™)
d,w ) L\Z Y
argmax observed p(w| d)
word frequencies
(9" 7}) predictive probability

of pLSA mixture model

goal: find model parameters that maximize the log-likelihood, i.e.
maximize the average predictive probability for observed word
occurrences (non-convex problem)

“The meaning of a word is its use in the language”.
- Ludwia Wittaenstein. Philosonhische Untersuchunaen

Expectation maximization algorithm

E step: posterior probability of latent variables (*‘concepts™)

_l P m)Plwls
= Pl ) = 3= pnd )Pl

Probability that the occurrence
of term w in document d can be
“explained* by concept z

M step: parameter estimation based on *““completed” statistics

\ag : 3 . - ]
Bl z:0) = E n(d, w)P{z|d.w), P(zjdim)x E n{d, w)F(zla
e ~~ g .

YT
how often is document
associated with concept

-»

how often is term w
associated with concept z?

A.P. Dempster, N.M. Laird, and D.B. Rubin, Maximum Likelihood from Incomplete Data via the EM Algorithm, Journal of
Qtatictical Sacietv R val 20 nn 1 nn 1-2R 1077
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Example
concepts (3 of 100) extracted from AP news
Concept 1 Concept 2 Concept 3

securities | 94.96324 109.41212 india 91.7484:2
firm 88.74591 coast 93.70902 singh 50.3406:2
drexel 78.33697 guard 82.11109 militants 49.2198¢€
investment 75.51504 sea 77.45868 gandhi 48.8680¢
bonds 64.23486 boat 75.97172 sikh 47.1209¢
sec 61.89292 fishing 65.41328 indian 44.2930¢€
bond 61.39895 vessel 64.25243 peru 43.0029¢
junk 61.14784 62.55056 hindu 42.79652
milken 58.72266 spill 60.21822 lima 41.8755¢
firms 51.26381 exxon 58.35260 kashmir 40.0113¢
investors | 48.80564 54.92072 tamilnadu 39.5470:2
lynch 44.91865 waters 53.55938 killed 39.4720z
insider 44.88536 51.53405 india's 39.25982
shearson 43.82692 alaska 48.63269 punjab 39.2248¢
boesky 43.74837 ships 46.95736 delhi 38.7099C
lambert 40.77679 port 46.56804 temple 38.38197
merrill 40.14225 hazelwood 44.81608 shining 37.6276¢
brokerage 39.66526 vessels 43.80310 menem 35.4223¢
corporate | 37.94985 42.79100 hindus 34.88001
burnham 36.86570 fishermen 41.65175 violence 33.87917




Example

concepts (o of 128) extracted from science magazine articles (12K)

universe 0.0439 | |drug
galases 0.0375 | |pabents

— clusters 0027g | |drues

N matter 0.0233 | |clmeal

; zalasy 00232 | |treatment

2| | cluster 0.0214 | |trels
cosmic 00137 |therapy
dark 0.0131] |wial
light 0.0105 | | disease
density 0.01 medical
bacteria 0.0%83 male
bacterial 0.0561 females

—~ resistance 0.0431 female

A I P 0.0321 || males

\;/ strams 0.025 SEX

o microbiol 0.0214 reproductivi
microbial 0.0136 offspring
strait 00165 sexual
salmonella  0.0163 reproductio
resistant 0.0145 egos

VEArs

vear
record
early

billion
history

0.156

0.0556
0.045

0.0317
0.0243
0.024

00238
00233
00177
0.01418

0.0138 || rmatter

0 00954” auteirnmune  0.0128

hce 0.0818 years 0156
ces 00453 illicn 00556
e 0033 ago 0,045
00257 titne 00317
e 0.0172 age 0.0243
00123 year 0024
oo1zz record 00238
osome 0.011% eatly 0.0233
s 00118 billion 00177
0011 history 00148
e 0.0%0% | | stars 00524
1se 00375 | star 00458
1 0.0358 astrophys 00237
1ses 0.0322 | | mass 0021
n 00263 | disk 00173
ns 0.0184 | | black 00161
ity 0.0176 gas 00148
ology  0.0145 stellar 00127
dy 0.014 astron 0.0125
hole 000824

3. Semantic Search (cont’d)

Experimental evaluation
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@ Vector space model

W Latent S
Indexing

M probabil

emantic
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15-45% relative improvement gain in precision compared to SMART

retrieval metric

Experiments - TREC3 (AP collection)

comparison with TF-IDF metric (SMART) on TREC3

Relative Precision Gain PLSA vs TFIDF
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40%

precision gain

30% -

20% -+
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Recall Level

pLSA algorithms achieved a mean average precision (MAP) gain of 20%, in
particular in the high recall range




Practical Use Cases

Go

= Somewhat similar model used to extract concepts from documents
» Used to improve search result ranking

Recommind
» Heart of intelligent retrieval systems
e Many customers: Medline, law firms, enterprise search

« Allows to learn aspects of relevant semantics of domain purely
based on co-occurrence statistics

ogle
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5. Ranking




Learning for Ranking: History

» Bollmann & Wong 1987 [BW87], Wong & Yao 1988 [WY88]

» Acceptable ranking as one that respects known pairwise
preferences
» Perceptron algorithm to learn ranking function

» Fuhr 1989 [Fuh89]

» Polynomial basis functions to map document-query
representations to (known) relevance probabilities
» Least squares regression

» Bartell et al. 1994 [BCB94]

Combination of different rankings (aka experts, meta search)
Linear expert score combination

Gutman'’s point alineation as a measure of rank correlation
Conjugate gradient descent optimization

yvyvy

Relative Relevance from Result Clicks

Google = o) s bearn

Web F Show options, Rasults 1 - 10 of about 2,770,000 for svm. (0.35 seconds)
Support vector machine - Wikipedia, the free encyclopedia

Support vector machines (SVMs) are a set of related supervised lsaming metnods used for
classificason and regression. Viewing input data as two sets of ..

Mosvation - Formalization - Properties - Extensions 1o the linear SVM

pe - naching

SVM Asset Management
Founded in 1990, SVM Asset Management is a privately-owned firm based in Edinburgh. The
s founding directons continue 1o own 100% of the equity, .

=P SVM-Light Support Vector Machine
21 Mar 2009 ... Training software for large-scale SVMs. (Free for non-commercial use]

» Clicks do not imply
absolute relevance
judgments

» Scanning order: a
click at rank k implies

oo iy result is better than

-ards Gift Certificates SVM ARCO BP Amoco Chevron ...
business-to-business sales and marketing arm for gt cards from many
what we can 6o for your brand! ..

= Support Vector Machines - The Book
Complete, simple and rigorous introduction to Support Vector Machines, leaming algorithm
witely used

mining. machine vision, bioinformatics.

An introduction to support vector machines: and other kemnel-based ... -
Google Bocks Result

- 2000 - Computers - 189 pages
uction to Support Vector Machines (SVMs), a new
S0 ON rECEN! JAVANCes in slatstical ..,

E21TBO18S,.. -

This is the first comprehen:
generation learming sys!

non-clicked on k' < k

» Agnostic with regard
to results below last
click

» T. Joachims: Optimizing Search Engines Using Clickthrough Data

[Joa02]

What Users Look at: Eye Tracking Experiments

» % of queries where a

1$ . user viewed result
. :g | presented at
L | particular rank
s 5 ~ » Result beyond rank 3
E 3 ' examined < 50% of
=7 | times

10 .iiii-i » Short attention span
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» Source: Joachims & Radlinski [JRO7]

Habitual Judgment Bias
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» Source: Joachims & Radlinski [JRO7]

% of queries where a
user viewed result
presented at
particular rank

Result beyond rank 3
examined < 50% of
times

Short attention span
and skewed towards
top positions




Scanning

Abstracts viewed above/below

Clicked Link

il

Rl

» Mean number of
snippets viewed
before click on rank r

» Only about 1 snippets
examined following
the clicked rank.

> # examined snippet
increases with rank —
not quite linearly

(skips).

» Source: Granka, Joachims & Gay [GJGO04]

Attention Modeling: Findings

» Users only examine a small portion of the information
displayed on a result page

» In result list view, the top results get dis-proportionately more
attention

» Users typically sequentially scan the result list from top to
bottom (with possible skips).

» Acquired habits and experience with search engines influence
attention and click probability

6. Learning to Rank

Relative Relevance Feedback from Result Clicks

» Extraction of pairwise preferences, u; < uj is a URL u; is
preferred over u; with regard to a (fixed) query g

» For a query g and a result ranking of URLs (u1, 2, us,...)
with click variables ¢; € {0,1} , u; <4 uj if and only if i > j
and ¢, =1A¢ =0.

» Conservative preference extraction

» No absolute relevance assessment per query-URL pair

= learning algorithms using pairwise preference training data




Kendall's tau

» Kendall's 7: simlarity measure for rankings w, 7’ € S,

» P = concordant pairs (i.e. URLs u;j and u; with i = j ordered
in the same manner by 7 and 7.

» @ = disconcordant pairs
» Definition
P—-Q 2Q
T(mr)=——F=1-"+
(m™) =530 (2)
» Example

Kendall's tau

» Fulfills axioms of Kemeny & Snell

» In case of binary relevance, related to average precision:

1 R+1\17 (& )
AvPrec(crr)zﬁ[QqL( ) )] (2%)

where R is the number of relevant documents (cf. [Joa02])

» Learning goal: Minimize expected 7 over query/ranking pairs

Ep [7(F)] = ] (", 7r(q) )AP(q, 1)

SVM Ranking for Pairwise Preferences

» Basic idea: enforce a separation margin on each know
preference pair

» Formally (with slack variables):
<W, q)(Q: Ui) - ¢(Q= uf)) 2 1-— gi,j,q: Vl',j . H '<q u;

» For given g, URLs u can be ranked according to (w, ®(q, u)).

» Metasearch engine

» Example features

» Source: [Joa02]

Features used for ranking

What features should be used in the ® function?
= should describe the match between a document d and a query q
= examples
= number of words shared by query and document
= number of shared words inside certain HTML tags
= cosine similarity between query and document title or abstract
= page rank of document d

= rank of d in the result list of q for some search engine (e.g.
within topl0, within top50, etc.)

= properties of the URL (contains tilde, length, etc.)




Learned Ranking

Comparison more clicks on learned  less clicks on learned  tie (with clicks) no clicks  total

Learned vs. Google 20 13 27 19 =8

Learned vs. MSNSearch 18 4 7 11 40

Learned vs. Toprank 21 9 11 11 52
weight feature

.60
0.48
0.24

query_abstract_cosine

topl0_google
query_url_cosine

0.24 topleount_1

0.24 toplO_msnsearch

0.22 host_citeseer

0.21 domain_nec

0.19 toplOconnt_3

0.17 topl_google

017 country_de

0.16 abstract_contains_home
0.16 topl_hotbot

0.14 domain_name_in_query
-0.13 domain_tu-bs

-0.15 country_fi

-0.16 topSlcount_4

-0.17 url_length

-0.32 toplOcount_0

-0.38 topleount_()

» Features have been
(roughly) hand designed
» Numbers indicate

weights learned by
ranking SVM

Applications

« How can the learning from clickthrough data approach be applied?

= clickthrough can not be used immediately to improve search
results for a specific query

= preferences can be aggregated over the whole user population
to self-optimize a parameterized ranking function
= optimization can also be performed for specific groups of

users (e.g. users from the same country) to construct adaptive
and personalized ranking functions

« In particular:

= meta-search engine: combine results from different search
engines (e.g. parameterized ranking function corresponds to
combination of search results)

7. Summary

Machine Learning for Search

Text categorization:

Experts label documents, computers learn to generalize to new
documents -> scalability & automation

Semantic search:

Statistical models learned from document corpus help bridge the
semantic gap in search -> more relevant search results

Learning to rank:

Users provide implicit feedback through clicks that help improve the
result ranking.

Many more, related applications ... Many more methods ...

The future: intelligent Web
- use of social intelligence and machine learning.




