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Motivation & Overview

Digital revolutiong

• Digital revolution: production, stg p ,
accessibility of knowledge. 

• Digital collections replace librarie
content creation, online publicati

• Increase in comprehensiveness, fr
distribution  accessibility  usabilitdistribution, accessibility, usabilit

torage & g

es, digital 
ion

reshness, 
ty  applicationsty, applications

Side note: Google booksg

Create a universal digital library
for the worldfor the world.

Fictive project plan for digitizing Fictive project plan for digitizing 
books.

Currently approx. 10 M scanned
(2 trillion words)( )
40 libraries, 25K partners

Number of books 30,000,000
Years of project 10
B k 3 000 000Books per year 3,000,000
Books per day 12,000
Pages per book 330
Pages per day 3,960,000g p y
Image size per page 5
TBs a day 20
PBs per year 5
Pbs for project 50Pbs for project 50

Market cost per book 50
Cost of project at Market rate 1,500,000,000

Scanning Indexing & 
Serving

Logistics Processing & 
Storage



Search as a principle & problep p p

“The difficulty seem
publish unduly in vipublish unduly in vi
present day interest
been extended far 
real use of the recoreal use of the reco
experience is being 
the means we use fo
maze to the momenmaze to the momen
was used in the day

We live in a search society – belief
everything is known, we just have t
information
W  h f  thi  th  i hWe search for everything – the righ
movie, car, house, vacation trip, ba
partner, search engine etc.partner, search engine etc.

V. Bush, As we may think, Atlantic Monthly, 176 (1945), pp.

em

ms to be, not so much that we 
ew of the extent and variety of ew of the extent and variety of 
ts, but rather that publication has 
 beyond our present ability to make 
ord  The summation of human ord. The summation of human 
 expanded at a prodigious rate, and 
or threading through the consequent 
ntarily important item is the same as ntarily important item is the same as 
ys of square-rigged ships.”

f that (almost) 
to find the 

ht b k  ht book, 
argain, 

101-108 

Machine learning in searchg
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un-interpreted data -
text, images, etc.

mac
lear

interpretationp
unsupervised learning & data mining: 
discover hidden regularities, generate 
semantically meaningful representations  semantically meaningful representations, 
predictive modeling, statistics

information 
semanti

information 
& knowledge

interpreted data – meaning, p g,
interest, intention, know-
ledge, information needchine

rning

generalizationg

supervised learning: 
generalize from given examples, 
classification & recognition  emulate classification & recognition, emulate 
human experts

1. Text Categgorization

Document Annotations

• Categories as metadata: examplee, Reuters news stories

M13 = MONEY MARKETS

M132 = FOREX MARKETS

MCAT = MARKETS



Text categorization & taxonog

Tasks:

A

Business TaxonomiesBusiness Taxonomies

As
ca

Ro
Document ClassificationDocument Classification

em

AuMedical TerminologyMedical Terminology Digital LibrariesDigital Libraries

Types 

tex

Patent ClassificationPatent Classification
Email foldersEmail folders

tex

we

meWeb DirectoriesWeb Directories me

pa

Help Desks CRMHelp Desks CRM

Types 

to
((e
seSemantic WebSemantic Web

omies

: 

i  d t  t   f  d fi d sign documents to one of more pre-defined 
tegories

oute messages to an appropriate expert, g pp p p ,
mployee, or department

utomatically organize content into folders 

 of texts: 

xt documentsxt documents

eb pages, web sites

essages  emails  SMS  chat transcripts essages, emails, SMS, chat transcripts 

assages & paragraphs, sentences

 of categories

pics, functions, genre, author, style, dichoto
 / )  i d  i l  .g. spam/nom-spam), industry vertical, 

ntiment, language

taxonomies: international pat: p

IPC: section, class, subclass

A: Human Necessities

B: Performing Operations; 
Transporting

C Ch i t M t ll

D: Textiles; Pa

C: Chemistry; Metallurgy

D01: Natural or 
artificial threads or 
fibres; Spinning

D02: Yarns; Warping or 
Beaming; ...

D03: Weav

D04: Braiding; Lace 
Making; Knitting; ...

D03C: Shedding mechanisms; Pattern 
cards or chains; Punching of cards; 
Designing patterns

D03D: Wov
Methods o

tent classification (IPC)( )

, group, subgroup ≈ 69,000

H: Electricity

F: Mechanical Engineering

G: Physics

aper
E: Fixed Construction

g g

D07: Ropes; ...

D21: Paper; ...

ving D06: Treatment of 
Textiles; ...

D07: Ropes; ...

D05: Sewing; 
Embroidering; Tufting

ven fabrics; 
f weaving; Looms

D03J:Auxiliary weaving 
apparatus; Weavers’ tools;
Shuttles

Solution (?): Explicit knowled( ) p

expert

knowledge knowledge 
acquisitionacquisitionexpert

k l dk l d

acquisitionacquisition

knowledgeknowledge
basebase

if contains(‘yen’) or cont
then label=M132

blproblems: 
low cove
moderatmoderat
elicitatio

dge elicitationg

knowledge 
engineer

tains(‘euro’)

M132 = FOREX MARKETS

erage
e accuracye accuracy
n is often difficult and time‐consuming

Solution (!): Example-based t( ) p

training examples

M132 = FOREX MARKETS
trainintrainin

expert

text categorizationg

inductive
inference

ng

/* some ‘complicated

learning machine
ng

algorithm */

recall

M132 = FOREX MARKE



Term document matrix & doc

D = document collection

Texas Instruments said it has developed 
the first 32-bit computer chip designed 

d

specifically for artificial   intelligence
applications [...]

d

...1 00 ...... 2
t

=di
X

term weighting
X

cument vectors

w j
intelligence

W = lexicon/vocabulary

j

W
term document matrix

d w1 ... w j ... wJ

W

di d1
...

D
...

d i
D

......
...

dI

...

2. Supervisedd Classification

Binary Classificationy

• Each document is encoded as a f
Predict whether document belon• Predict whether document belon

Use linear classifier• Use linear classifier

• Geometric view: separating hype

• Goal: minimize expected classifi

• Given: training set of labeled exa

feature vector
ngs to a given category or notngs to a given category or not.

Parameter

er-planes 

cation error

amples

Perceptron Learning Algorithp g g

d  h  l  • Invented in the late 
1950ies

• Extremely simple, yet 
powerful (extensions)powerful (extensions)

• Discarded by Minsky & • Discarded by Minsky & 
Papert 1960ies

• Re-discovered in the 
1990ies 

• Mistake driven algorithm

m



Novikoff’s Theorem

• Functional margin of a data point• Functional margin of a data point

(signed distance, if weight vector(signed distance, if weight vector

• Theorem:Theorem:

(R is 

t with respect to classifiert with respect to classifier

r = unit length)r  unit length)

 the radius of a data enclosing sphere)

Separation Marginp g

Novikoff’s Theorem: Proof

Lower Bound• Lower Bound

• Upper Bound

• Squeezing relations

Compression Boundp

Theorem:Theorem:



Proof of compression boundp Generalization Bound

Generalization bound:• Generalization bound:

• The fewer mistakes are made in t
guaranteed accuracy of the classguaranteed accuracy of the class

training, the better the 
ifier.  ifier.  

Margin Maximization (Supportg ( pp

• Separation margin (and sparsenes

• Idea: explicitly maximize separat

• Reformulate as quadratic program

t Vector Machines))

ss) crucial for perceptron learning

tion margin
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support vector machinespp

restriction to linear classifiers

maximum margin principle
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1. Text Categgorization (cont’d)

Precision & Recall

Experimental Evaluationp

• Text categorization results:• Text categorization results:

• Machine Learning award 2009: m• Machine Learning award 2009: m
[ Thorsten Joachims, ICML 1999 ]

• Much follow-up research …

most influential paper from 1999    most influential paper from 1999    
]

Practical Use Cases

Google
• label Web pages as child safe or n
• classifies billions of pages 
• Many other features (other than t

Recommind
• Map documents to corporate taxo
• MindServer classification
• uses SVM light package

not (for safe search)

text) used

onomy



3. Semantic SSearch 

Vocabulary mismatch problemy p

G. W. Furnas, T. K. Landauer, L. M. Gomez , S. T. Dumais, Th
Analysis and a Solution,  Bell Communications Research, 198

m

“labour immigrants Germ

query

“labour immigrants Germ

query

match
“German job market for
immigrants”query

match
“German job market for
immigrants”query gq y

?

gq y

?

“foreign workers in Germquery

?

“foreign workers in Germquery

?

“German green card”query

?

“German green card”query

???

he Vocabulary Problem in Human-System Communication: an
87

Search as statistical inference

document in bag-of-words represen

Disney
economic

relations

intellectual 
Beijing

property

human 

negotiations

?China

US

rightsfree

imports
US

e

ntation

China US trade relations

How probable is it that terms like p
“China“ or “trade“ might occur?

automatically inferred key words cautomatically inferred key words c
be added to enrich document inde
document expansionp

Estimation problemp

(i.i.d) sa

document estima

( )

other 
documents

• crucial question: In which way ca
utilized to improve probability es

ample

ation

p

learning from other
documents in a documents in a 
collection ?

an the document collection be 
stimates? 



4. Probabilisticc Semantic Analysis

Estimation via probabilistic Lp

termsdocuments

latent 

TRADE

concepts

T. Hofmann, Probabilistic Latent Semantic Analysis, Uncerta

LSA

s

concept expression proba
bilities are estimated bas

economic
bilities are estimated bas
on all documents that are
dealing with a concept.

imports
“unmixing” of superimpos

t  i  hi d b  

trade

concepts is achieved by 
statistical learning 
algorithm.g

conclusion: ⇒ no prior knowledge conclusion: ⇒ no prior knowledge 
about concepts required, context an
term co-occurrences are exploitedp

ainty in Artificial Intelligence, UAI 1999.

pLSA – latent variable model

structural modeling assumption (mi

p

document
language model

latent concepts 
or topics

ixture model)

document-specific
mixture proportions

concept expression
probabilities

model fitting

pLSA - graphical modelp g p

shared
documdocum

colle

m
en

t
tio

n
do
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m

co
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ct
dc

h d b ll dshared by all words
in a document

single document
in collectionP(z|d)P(z|d)P(z|d)in collection

dzzzz
d by all 

ments in word 
occurrences

i

zzzzments in
ection

m
en
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in a 
documentw

tio
n wwP(w|z) wP(w|z)

do
cu

m
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lle
ct n(d)
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n(d)
N
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pLSA: matrix decomposition

mixture model can be written as a 
equivalent symmetric (joint) model

p p

equivalent symmetric (joint) model

=
p

... p

p

contrast to LSA/SVD: non-negativit
relation to non-negative matrix fac

D. D. Lee and H. S. Seung, Algorithms for non-negative matr

 matrix factorization
l l 

...

pLSA term
concept 

probabilities p
probabilities

pLSA document
probabilities

p

ty and normalization (intimate 

probabilities

ctorization)

rix factorization, NIPS 13, pp. 556-562, 2001.

pLSA via likelihood maximizap

log-likelihood

observed 
word frequenc

argmax

q

goal: find model parameters that m
maximize the average predictive pr
occurrences (non-convex problem

“Th

ation

cies
predictive probability
of pLSA mixture model

maximize the log-likelihood, i.e. 
robability for observed word 
)

he meaning of a word is its use in the language”. 
- Ludwig Wittgenstein, Philosophische Untersuchungen

Expectation maximization alg

E step: posterior probability of la

p g

M step: parameter estimation baM step: parameter estimation ba

how often is term w
associated with conceptassociated with concept

A.P. Dempster, N.M. Laird, and D.B. Rubin, Maximum Likelih
Statistical Society B  vol. 39  no. 1  pp. 1-38  1977

gorithm

atent variables (“concepts”)

g

P b bilit  th t th   Probability that the occurrence 
of term w in document d can be 
“explained“ by concept z

sed on  “completed” statisticssed on  completed  statistics

w
t z ?

how often is document 
associated with concept t z ? associated with concept 

hood from Incomplete Data via the EM Algorithm, Journal of 

Examplep

concepts (3 of 100) extracted from AP 

Con
ship

Concept  1
securities 94.96324

coast
guard
sea
boat

firm 88.74591
drexel 78.33697

investment 75.51504
bonds 64.23486 boat

fishing
vessel
tanker
spill

bonds 64.23486
sec 61.89292

bond 61.39895
junk 61.14784

milken 58 72266 spill
exxon
boats
waters

milken 58.72266
firms 51.26381

investors 48.80564
lynch 44.91865

valdez
alaska
ships
port

insider 44.88536
shearson 43.82692
boesky 43.74837
lambert 40 77679 port

hazelwood
vessels

ferry
fi h

lambert 40.77679
merrill 40.14225

brokerage 39.66526
corporate 37.94985
b h 36 86570 fishermenburnham 36.86570

 news

cept  2
109.41212

Concept  3
india 91.74842

93.70902
82.11109
77.45868
75.97172

singh 50.34063
militants 49.21986
gandhi 48.86809

sikh 47.1209975.97172
65.41328
64.25243
62.55056
60 21822

sikh 47.12099
indian 44.29306
peru 43.00298
hindu 42.79652
lima 41 8755960.21822

58.35260
54.92072
53.55938

lima 41.87559
kashmir 40.01138

tamilnadu 39.54702
killed 39.47202

51.53405
48.63269
46.95736
46 56804

india's 39.25983
punjab 39.22486
delhi 38.70990

temple 38 3819746.56804
44.81608
43.80310
42.79100
41 65175

temple 38.38197
shining 37.62768
menem 35.42235
hindus 34.88001
i l 33 8791741.65175 violence 33.87917



Examplep

concepts (10 of 128) extracted from sc

w
|z

)
P(

w
w

|z
)

P(
w

cience magazine articles (12K)

3. Semantic SSearch (cont’d) 

Experimental evaluationp

50%

3 %
40%
45%
50%

25%
30%
35%

10%
15%
20%

5%
0%
5%

10%

15 45% l ti  i t i  i
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Medline CRAN CACM C

15-45% relative improvement gain i
retrieval metric

Vector space model

L t t S tiLatent Semantic
Indexing
probabilistic LSA

i  i i  d t  SMART 

CISI TREC

in precision compared to SMART 

Experiments – TREC3 (AP collp (

comparison with TF-IDF metric (SMA

Relative Precision Gain P
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Recall Level

pLSA algorithms achieved a mean average pLSA algorithms achieved a mean average 
particular in the high recall range

lection))

ART) on TREC3

PLSA vs TFIDF

Relative Precision Gain

0% 90
%

10
0%

 precision (MAP) gain of 20%, in  precision (MAP) gain of 20%, in 



Practical Use Cases

Googleg
• Somewhat similar model used to 
• Used to improve search result ranp

Recommind
• Heart of intelligent retrieval syst
• Many customers: Medline, law fir
• Allows to learn aspects of relevan

based on co-occurrence statistics

 extract concepts from documents
nkingg

tems
rms, enterprise search
nt semantics of domain purely 
s

MedlinePlus: „eye twitching“„ y g“

MedlinePlus: „eye twitching“„ y g“

5. Ranking



Learning for Ranking: Historyg g yyy Relative Relevance from Resuult Clicks

What Users Look at: Eye Tracy cking Experimentsg p Habitual Judgment Biasg



Scanningg Attention Modeling: Findingsg g

6. Learning tto Rank

Relative Relevance Feedbackk from Result Clicks



Kendall's tau Kendall's tau

SVM Ranking for Pairwise Preg eferences Features used for rankingg

What features should be used in theWhat features should be used in the

• should describe the match betwe

l• examples

number of words shared by qu

number of shared words inside

cosine similarity between que

page rank of document d

rank of d in the result list of qrank of d in the result list of q
within top10, within top50, et

properties of the URL (containproperties of the URL (contain

…

e Ф function?e Ф function?

een a document d and a query q

uery and document 

e certain HTML tags

ery and document title or abstract

q for some search engine (e g  q for some search engine (e.g. 
tc.)

ns tilde  length  etc )ns tilde, length, etc.)



Learned Rankingg Applicationspp

• How can the learning from clickth• How can the learning from clickth
clickthrough can not be used i
results for a specific queryp q y
preferences can be aggregate
to self-optimize a parameter
optimization can also be perfo
users (e.g. users from the sam

d li d ki  fand personalized ranking fun

I  ti l  • In particular: 
meta-search engine: combine
engines (e g  parameterized rengines (e.g. parameterized r
combination of search results)

hrough data approach be applied?hrough data approach be applied?
immediately to improve search 

d over the whole user population 
rized ranking function 
ormed for specific groups of 
me country) to construct adaptive 

ti  nctions 

e results from different search 
ranking function corresponds to ranking function corresponds to 
)

7. Summary

Machine Learning for Searchg

Text categorization: 
Experts label documents  computerExperts label documents, computer
documents -> scalability & automat

Semantic search:
Statistical models learned from doc

ti  g  i  h   lsemantic gap in search -> more rele

Learning to rank:
Users provide implicit feedback thr
result ranking.

Many more, related applications … 

The future: intelligent Web 
- use of social intelligence and mac

rs learn to generalize to new rs learn to generalize to new 
tion

cument corpus help bridge the 
t h ltevant search results

rough clicks that help improve the 

 Many more methods … 

chine learning. 


