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ABSTRACT
We explore the use of the timed test generator tool TTG as an automatic generator of observers for monitoring Web services. Our starting point is a service behaviour specified as a network of Timed Automata written in IF language. From the latter an observer is automatically synthesized. The observer checks whether a sequence of observations conform to the specification. We applied our method on some non conforming traces generated from a holiday booking web service example. The non conformance was detected using continuous time semantics.

1. INTRODUCTION
In this paper we study the problem of monitoring real time Web services. Monitoring of runtime service behaviour has several objectives, from checking if the functionality has been implemented correctly with respect to a given specification, to measuring performance and quality-of-service parameters. There has been an ongoing interest in the research community to develop techniques that bridge the gap between formal verification and testing. Runtime verification or monitoring assures the correctness of software execution at runtime with respect to a formal requirement specification. While other verification techniques, such as testing, model checking, and theorem proving, aim to ensure universal correctness of programs, the intention of runtime monitoring is to determine whether the current execution preserves specified properties and identifies possible unwanted behaviours.

In this paper our objective is to automatically synthesise a monitor, that observes a trace of web service behaviour generated at runtime and infers whether the service satisfies a certain specification. The service to be monitored is a black box i.e. no implementation details of the service are available. Our methodology relies on recording the observable behaviour generated by the service at runtime and checking conformance against a given specification.

We propose the use of TTG tool for monitoring of web services. TTG tool is a timed test generator. It is built on top of the IF environment. The IF modeling language allows to specify systems consisting of many processes communicating through message passing or shared variables and includes features such as hierarchy, priorities, dynamic creation and complex data types. These features of the language make it suitable for modelling services for monitoring.

We are inspired by the methodology presented in [4]. Our technique is illustrated in Figure 1. It consists of the following phases:

1. Deriving a timed-automaton specification from the service description.
2. Automatic generation of an observer from the timed-automaton specification.
3. Instrumentation of the service.
4. Execution and testing of the instrumented service.

In the figure, solid arrows represent model and program transformations and dashed arrows represent data flow (output/input). We elaborate on each of the above phases in detail in section 2. We illustrate our methodology by monitoring the behaviour of a holiday booking service and report on experimental results.

The remaining part of the paper is structured as follows. Section 2 defines the timed automaton model. Section 3 describes the holiday booking case study. Section 4 discusses our methodology in detail. Section 5 gives a brief introduction on the usage of the timed test generator TTG. Section 6 summarizes the obtained results. Section 7 discusses the related work. Finally, Section 8 concludes the paper and gives directions for future work.

2. TIMED AUTOMATA
We use timed automata with deadlines.

DEFINITION 1. A timed automaton over Act is a tuple \( \mathcal{A} = (Q, q_0, X, \text{Act}, E) \), where:

- \( Q \) is a finite set of locations.
- \( q_0 \in Q \) is the initial location.
- \( X \) is a finite set of clocks.
- \( E \) is a finite set of edges.

Each edge is a tuple \((q, q', \psi, r, a, \alpha)\), where:

- \( q, q' \in Q \) are the source and destination locations.
- \( \psi \) is the guard, a conjunction of constraints of the form \( x \# c \), where \( x \in X \), \( c \) is an integer constant and \( \# \in \{<, \leq, =, \geq, >\} \).
- \( r \subseteq X \) is a set of clocks to reset to zero.
In this paper our objective is to monitor the behaviour of HB, under constraints defined for the interactions. We are specifically interested in the scenario, when a confirmed booking from the CL is cancelled. We outline below some of the key properties to be encoded as part of the behaviour specification of HB for such a scenario.

- \( d \in \{ \text{lazy, delayable, eager} \} \) is the deadline.
- \( a \in \text{Act} \) is the action.

A timed automaton \( A \) defines an infinite timed labeled transition system (TLTS) which is denoted \( L_A \). Its states are pairs \( s = (q, v) \), where \( q \in Q \) and \( v : X \rightarrow R \) is a clock valuation. \( \bar{0} \) is the valuation assigning 0 to every clock of \( A \). \( S_A \) is the set of all states and \( s_0 = (q_0, \bar{0}) \) is the initial state.

Discrete transitions are of the form \((q, v) \xrightarrow{a} (q', v')\), where \( a \in \text{Act} \) and there is an edge \((q, q', \psi, r, d, a)\), such that \( v \) satisfies \( \psi \) and \( v' \) is obtained by resetting to zero all clocks in \( r \) and leaving the others unchanged. Timed transitions are of the form \((q, v) \xrightarrow{t} (q, v + t)\), where \( t \in \mathbb{R}, t > 0 \) and there is no edge \((q, q', \psi, r, d, a)\), such that: either \( d = \text{delayable} \) and there exist \( 0 \leq t_1 < t_2 \leq t \) such that \( v + t_1 \models \psi \) and \( v + t_2 \nmodels \psi \); or \( d = \text{eager} \) and \( v \models \psi \).

### 3. CASE STUDY: A HOLIDAY BOOKING WEB SERVICE

In this section, we present as our case study, the simplified version of a holiday booking service. The example is a composition of the client (CL), the hotel booking service (HB) and a car hire service (CH). Car hire is a complementary service provided by the hotel to its clients.

The sequence of messages exchanged between the services is illustrated in Figure 1. The interaction is initiated by the CL sending a room availability request to HB. If HB confirms the availability, CL proceeds with the booking. On confirmation, HB books a complimentary car through CH for CL. For a room to be reserved, the CL has to pay an upfront fee. The fees are refundable in case of a cancellation. The refunds CL can expect are defined as part of the booking terms and conditions. The interactions between the services are governed by these conditions as well as the arrangements between \( CH \) and \( HB \).

In this paper our objective is to monitor the behaviour of HB, under constraints defined for the interactions. We are specifically interested in the scenario, when a confirmed booking from the CL is cancelled. We outline below some of the key properties to be encoded as part of the behaviour specification of HB for such a scenario.

- If a booking request is received, it has to be replied within 3 days.
- If a cancellation message is received 24 hrs before check-in, refund paid is 80% of the booking fee.
- If the message is received between 24 and 12 hrs refund paid is 50% of the fee. In all other cases between 12 hrs and scheduled check in time, refund paid is 30% of the fee.
- In case of a no show, the CL is not refunded.
- In case of a cancellation, HB pays 5% of the fee to \( CH \) as compensation. The compensation has to be paid before the \( CL \) is refunded.
- After making a cancellation request, the \( CL \) has to wait between 2 to 5 weeks for the refund, if any, to be processed.

In the following sections, we show how the behaviour of the composed system can be monitored using TTG.

### 4. METHODOLOGY

The first step is to derive a timed automaton, or a network of timed automata (TA) from the service description. In the web service domain, WSBPEL [13] and OWL-S [17], are some popular and widely used standards for describing service behaviour, their composition and interaction protocols. Due to space restrictions, we do not discuss the issues of mapping between these standards and the IF language, and focus on the non trivial monitoring technique as presented below.

Having obtained the TA specification \( A \), the next step consists in generating automatically an observer for \( A \). The observer is a monitoring device. It observes the service and checks whether the trace generated by the service conforms to \( A \). The observed traces are sequences of observable events and associated time-stamps. The accuracy of the time-stamps depends on the accuracy of the clocks of the observer.

There are mainly two types of observers (we follow the terminology of [9]). Analog observers, which can observe real-time precisely, and digital observers, which measure time with a clock ticking at a given period.

![Figure 1: Monitoring Architecture.](image-url)
Digital-clock observers are clearly more realistic to implement, since in practice the observer will only have access to a finite-precision clock. However, analog-clock observers are still useful, for instance, when the implementation is discrete-time but its time step is not known a-priori. In this work, we restrict ourselves to the case of digital observers.

An observed trace conforms to $A$ if it can possibly be generated by $A$. Notice that $A$ is typically modeled as a network of timed automata, which induces non-determinism and internal communication between the automata. These are artifacts of the model, irrelevant to the external behavior and to the specification itself. Thus, we “hide” them, by considering them as unobservable events. This means that the observer checks if the observed trace is a possible observation resulting from some trace of $A$.

The third step is the instrumentation of the service. It aims at interfacing the latter with the testing device (the observer). Two possibilities exist here. Either testing is performed on-the-fly (or on-line), that is, during execution of the service, which is connected to the observer at real-time. Or it is performed off-line, that is, by first executing the service multiple times to obtain a set of log-traces, then feeding these traces to the observer.

In both cases, the service must be able to expose a set of observable events to the observer. In the case of testing off-line, the service must also record the time-stamps of these events. For testing on-line, time-stamping can be done by the service or by the observer. In the latter case, possible interfacing delays must be taken into account.

Instrumentation can be done manually or automatically. Depending on the complexity of the service, it can be a non-trivial task. Care should be taken so that the instrumentation does not itself alter the behavior of the service. For instance, the overhead of added code should be minimal, so as not to affect execution times of the tasks in the service. These are problems inherent in any instrumentation process, and are beyond the scope of this work.

The final step is the testing procedure per-se. The traces generated by the service are fed to the observer, either in real-time (for on-the-fly testing) or off-line. The observer checks conformance of each trace. If a trace is found non-conforming to the specification, the service is non-conforming. Otherwise, no conclusion can be made. However, confidence to the correctness of the service is increased with the number of tests.

5. **TIMED TEST GENERATOR: TTG**

The TTG tool may be used for both test generation and monitoring purposes. Four generation modes are possible:

1. **Interactive**: the user guides the test generation algorithm, resolving the non deterministic points (whether to issue an output or wait for an input, which output if many are possible, when to stop generating the test, etc.).

2. **Random**: the non-deterministic points are resolved randomly.

3. **Exhaustive**: all possible tests are generated up to a user-defined depth.

4. **Coverage**: a set of tests that achieves a user-defined coverage criterion is generated.

Test generation is beyond the scope of this work. More details about the test generation mode are to be found in [11].

TTG is written in C++. It works on linux iX86 platforms. It is built on top of the IF environment [6]. The IF modeling language allows to specify systems consisting of many processes communicating through message passing or shared variables and includes features such as hierarchy, priorities, dynamic creation and complex data types.

The IF tool-suite includes a simulator, a model checker and a connection to the untimed test generator TGV [8]. TTG is implemented independently from TGV. TTG uses the basic libraries of IF for parsing and symbolic reachability of timed automata with deadlines. For using TTG, one shall proceed as follows:

- Write your specification$^1$ in the IF syntax and save into a text file with “.if” extension (e.g., “spec.if”).

$^1$specification = model of the SUT + model of the digital clock of the tester + priority rules.
6. RESULTS

In this section, we present the results of monitoring the holiday web service using TTG. The behaviour of the hotel and client is illustrated in Figure 3 and Figure 4, respectively.

6.1 The IF model

We modelled our case study in IF language. The model is made up of three processes: the hotel process (Figure 3), the client process (Figure 4), and the digital-clock process (Figure 5).

The IF code for the hotel process has two states “1” and “2”. State “1” (the initial state) is when the hotel is not fully booked and state “2” is when it is fully booked. The process moves between these two states when it receives either the input-action “full?” or the input-action “not_full?” from the environment. When the hotel process occupies state “1” it can receive an input-action “check(id)?” from the environment. The parameter “id” corresponds to the identifier of the new client which has sent the request. The parameter “d” corresponds to the number of days after which the client will check in. As soon as a request is received the hotel process creates a new client process “x” unless the current number of clients “nc” is greater or equal to “N”. The latter is the maximal number of client processes which can be handled by the hotel process. When a new client process is created the counter “nc” is incremented by one.

The IF code of the clock process has only one state “1”. It models a digital periodic clock which sends a “tick!” action after each one hour. The elapsed time is measured using the continuous variable “tc”. A “tick!” happens as soon as the guard “tc=12” becomes true. The variable “tc” is reset to zero when a “tick!” happens. The time unit considered in our example is equal to twelve hours.

The IF code of the client being too lengthy, we do not include it in the paper. It is made of 18 states. State “1” is the initial state. The process has three clocks “rt”, “dt” and “rft”. The “rt” clock guarantees a “confirm(id)!” action to be sent at most three days after a “book(id)!” request is received. Then immediately after confirmation a car booking request “book_c(id)!“ is sent. The clock “dt” measures the time remaining before checking in. It defines four periods:

- “dt<24”: while this guard is true the process will be occupying state “4” until a “cancel(id)!“ action is observed or until the guard in no longer true due to time advance. If “cancel(id)!“ is observed an 80% refund will be paid back.

- “24≤dt<12”: for this guard the process will be occupying state “5“. If “cancel(id)!“ is observed a 50% refund will be paid back.

- “12<dt<0”: if this guard is true the client process will be occupying state “9“. A “cancel(id)!“ action results in a 30% refund.

The “?” and “!” marks are used to distinguish between input-actions and output-actions, respectively.

6.2 Monitoring properties

The method we propose is mainly based on the possibility of considering partial observability. The key idea is the following. We dispose of a model $S$ of the functional behaviour of the service. We are also given a property $\phi$ which has to be satisfied by the service. Two cases are then possible:

- Either $S$ already satisfies $\phi$. In this case, we keep the model $S$ as it is.

- Or $\phi$ is not satisfied by $S$. In this case, we have to “improve” our model. We consider a new model $S||\phi$. That is the restriction of $S$ satisfying $\phi$.

For simplicity, we assume that our model already satisfies the property in hand. Our goal is to monitor the implementation with respect to this property. For this purpose, we proceed as follows. First, we identify the set of (observable) events implicated in the property $\phi$. Call it $\text{Act}_{\phi}$. Second for each given (timed) trace $\sigma$ to monitor, we project $\sigma$ on the set of observable actions in $\text{Act}_{\phi}$. That is we erase the actions of $\sigma$ which are not in $\text{Act}_{\phi}$. We obtain a new trace $\sigma_{\phi}$. Finally, we apply TTG on the obtained trace $\sigma_{\phi}$ with respect to the set $\text{Act}_{\phi}$.

In this manner, we are guaranteed to satisfy both the property $\phi$ and the functional behaviour of the service. Each time we are interested in a different property $\psi$ and a different trace $\beta$ we simply compute the corresponding set $\text{Act}_{\psi}$ and trace $\beta_{\psi}$ and apply TTG on them.

6.3 Experimental results

In this section we report on the obtained experimental results. We consider four properties to monitor:

P1 Checking the functional behaviour of one client: We first consider the following trace $\gamma$:

\[
\begin{align*}
\text{trace}_1 & = \text{check}(1,27)? \\
& \text{book}(1)! \\
& \text{tick}^{13} \\
& \text{confirm}(1)! \\
& \text{tick}^{14} \\
& \text{cancel}(1)! \\
& \text{tick}^{150} \\
& \text{refund}(80)(1)!.
\end{align*}
\]

The corresponding set of observable actions is

\[
\text{Act}_\phi = \{\text{check}(1,27), \text{book}(1), \text{confirm}(1), \text{cancel}(1), \text{refund}(80)\}.
\]
Figure 3: The hotel agent process.

![Diagram of the hotel agent process](image)

\[
\text{obs}_1 = \{ \text{tick!}, \text{check(\dots)?}, \text{book(\dots)!}, \text{confirm(\dots)!}, \text{cancel(\dots)!}, \text{refund30(\dots)!}, \text{refund50(\dots)!}, \text{refund80(\dots)!} \}.
\]

Second we consider the trace “trace\(_2\)” which is a slight modification of “trace\(_1\)”.

\[
\text{trace}_2 = \text{check}(1,27)\?\text{book(1)!}\text{tick}\textsuperscript{3}\text{confirm(1)!}\text{tick}\textsuperscript{4}\text{cancel(1)!}\text{tick}\textsuperscript{5}\text{refund30(1)!}.
\]

The set of observable actions for this trace is “obs\(_1\)” as well.

P2 Checking the functional behaviour of several clients: The trace we consider is

\[
\text{trace}_3 = \text{check}(1,27)\?\text{book(1)!}\text{tick}\textsuperscript{2}\text{check}(2,26)\?\text{book(2)!}\text{tick}\textsuperscript{3}\text{confirm(1)!}\text{tick}\textsuperscript{4}\text{cancel(1)!}\text{tick}\textsuperscript{5}\text{refund30(1)!}.
\]

The corresponding set of observable actions is still “obs\(_1\)”.

P3 Checking the hotel confirmation time-response: The trace to monitor is

\[
\text{trace}_4 = \text{check}(1,27)\?\text{book(1)!}\text{tick}\textsuperscript{5}\text{check}(2,26)\?\text{book(2)!}\text{tick}\textsuperscript{6}\text{confirm(1)!}\text{tick}\textsuperscript{7}\text{confirm(2)!}.
\]

The corresponding set of observable actions is

\[
\text{obs}_2 = \{ \text{tick!}, \text{check(\dots)?}, \text{book(\dots)!}, \text{confirm(\dots)!} \}.
\]

P4 Checking the hotel refunding time-response: The trace to monitor is

\[
\text{trace}_5 = \text{check}(1,27)\?\text{book(1)!}\text{tick}\textsuperscript{16}\text{cancel(1)!}\text{tick}\textsuperscript{17}\text{refund30(1)!}.
\]

The corresponding set of observable actions is

\[
\text{obs}_3 = \{ \text{tick!}, \text{check(\dots)?}, \text{book(\dots)!}, \text{cancel(\dots)!}, \text{refund30(\dots)!}, \text{refund50(\dots)!}, \text{refund80(\dots)!} \}.
\]

The obtained results for the all considered traces are shown in Table 1.
Figure 4: The travel agent process.
process Hotel(1);
   var nc nclts :=0;
   var x pid;
   var id clientid;
   var d clientdelay;
   state 1 # start ;
      deadline lazy;
      provided(nc < N);
      input check(id,d);
      x := fork Client(self);
      task nc := (nc + 1);
      task (Clientx).id := id;
      task (Clientx).d := d;
      nextstate 1;
   deadline eager;
   input kill(x);
   task nc := (nc - 1);
   nextstate 2;
   deadline eager;
   input full();
      nextstate 2;
   endstate;
   state 2 ;
   deadline eager;
   input kill(x);
   task nc := (nc - 1);
   nextstate 2;
   input not_full();
   nextstate 2;
   endstate;
endprocess;

Figure 6: The IF code of the hotel process.
process Clock(1);
    var tc clock;
    state 1 # start :
        deadline eager;
        when tc=1:
            output tick();
            set tc:=0;
            nextstate 1;
    endstate;
endprocess;

Figure 7: The IF code of the digital clock process.

<table>
<thead>
<tr>
<th></th>
<th>Trace to monitor</th>
<th>Observable actions</th>
<th>y/n</th>
<th>Time (ms)</th>
<th>Error depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>trace\textsubscript{1}</td>
<td>obs\textsubscript{1}</td>
<td>yes</td>
<td>128</td>
<td>-</td>
</tr>
<tr>
<td>P1</td>
<td>trace\textsubscript{2}</td>
<td>obs\textsubscript{1}</td>
<td>no</td>
<td>144</td>
<td>48</td>
</tr>
<tr>
<td>P2</td>
<td>trace\textsubscript{3}</td>
<td>obs\textsubscript{1}</td>
<td>no</td>
<td>24</td>
<td>27</td>
</tr>
<tr>
<td>P3</td>
<td>trace\textsubscript{4}</td>
<td>obs\textsubscript{2}</td>
<td>no</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td>P4</td>
<td>trace\textsubscript{5}</td>
<td>obs\textsubscript{3}</td>
<td>no</td>
<td>476</td>
<td>36</td>
</tr>
</tbody>
</table>

Table 1: Summary of experimental results.
7. RELATED WORK

Monitoring service behaviour has been an active area of research. Several efforts [10–12, 14, 17, 18] have investigated varied formalisms and frameworks for the monitoring of functional and non-functional properties of services. Table 1 presents a brief summary.

Two approaches which also use timed automata for monitoring and are closely related to our methodology, are [15, 17]. The authors model SLAs for web services using TAs. Each constraint to be monitored is expressed first as a formula in TCTL and then compiled into a TA. SOAP messages exchanged by the services are time stamped. Violations of constraints is detected by checking the acceptance of a timed word by the automata. The advantage our approach has is that all possible behaviours of the service, including those to be monitored, are encoded as a single network of timed automata in the IF language. This also opens up the possibility of monitoring other behaviours of the service at a later stage, originally not considered critical.

8. CONCLUSION AND FUTURE WORK

In this paper we have shown, how automatic observers can be generated for monitoring real time web services using the timed test generator tool, TTG. The service behaviour is specified as a timed-automaton, compiled into the IF language.

The main contributions of this work are the following:

- We model the whole behaviour of the service. We assume that this model satisfies all properties of interest. The model is written in IF language. The latter allows to consider dynamic creation of processes.

- Monitoring a trace against a given property (satisfied by the model) is simply achieved by applying TTG with respect to the set of observable actions appearing within the considered property.

- We consider digital-clocks which are modeled as timed automata as well. More precisely, the model of the digital-clock is given as a separate IF process. The digital-clock may be periodic or not, deterministic or not, etc. Even though we use digital-clocks, we still consider the analog continuous semantics of the model of the system.

We are currently working on extending our monitoring approach to identify patterns of service failure. The basic idea is to provide a long term solution to service developers, whereby faults in service behaviour recorded over a period of time can be analysed and the service implementation suitably modified. We are also investigating the possibility of synthesizing "self healing" intelligent observers, for dealing with failures of services in the short term. Finally, we propose to report on the mapping between web service standards and the IF language in the near future.
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Table 2: Summary of monitoring approaches.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Properties</th>
<th>Monitoring spec</th>
<th>Web service spec</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>general</td>
<td>ITL-formulae</td>
<td>OWL-S</td>
</tr>
<tr>
<td>2</td>
<td>boolean, time-related and statistic properties</td>
<td>RTML</td>
<td>BPEL, java</td>
</tr>
<tr>
<td>3</td>
<td>general</td>
<td>Algebraic specification</td>
<td>BPEL</td>
</tr>
<tr>
<td>4</td>
<td>protocols</td>
<td>Automata, EaGLe</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>general</td>
<td>Event calculus</td>
<td>BPEL</td>
</tr>
<tr>
<td>13</td>
<td>timeouts, external errors, contracts</td>
<td>Assertions languages</td>
<td>BPEL, C#</td>
</tr>
<tr>
<td>15</td>
<td>SLAs</td>
<td>TCTL &amp; Timed automata</td>
<td>SOAP</td>
</tr>
</tbody>
</table>